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1. Introduction: 
In the medical field, AI largely focusses on creating methods and approaches to assess the 

accuracy of a system's behaviour in illness detection. A medical evaluation determines the 

diseases or disorders that account for an individual's signs and indicators. Diagnose data is 

usually obtained through the patient's narrative and bodily examination [1]. Diagnosis is 

sometimes challenging since many indicators and symptoms are vague and may only be 

assessed by qualified healthcare professionals. Consequently, nations with an insufficient 

number of doctors and nurses for their people, such as developing nations like Bangladesh and 

India, have challenges in delivering adequate diagnostic services to their whole patients. 

Furthermore, diagnostic methods sometimes include diagnostic procedures, who’s those with 

low means typically consider too costly and challenging to obtain. Given human fallibility, it 

Abstract: This paper explores the application of ML algorithms in early disease detection 

using clinical test data. Research examines various ML approaches across multiple disease 

categories particularly focusing on blood diseases and respiratory conditions and 

neurological issues. The investigation demonstrated how ML techniques can enhance 

diagnostic accuracy, reduce human error and provide cost effective screening solutions in 

healthcare set up. Special attention is given to implementation of CNN's and other deep 

learning architectures in the field of medicine. This study explores significant achievements in 

detecting conditions like acute lymphoblastic leukaemia (ALL) with an accuracy rate 

exceeding 99% and showing progress in respiratory disease diagnosis through advanced 

image analysis and processing. This research shows the growth and integration of AI based 

diagnosis in clinical practice and their potential to address various healthcare challenges in 

settings where the resources are limited. 
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is unsurprising that patients can frequently encounter incorrect diagnosis. Incorrect diagnosis 

may lead to unneeded therapy, adversely affecting persons' wellness and economic well-being 

[3]. The 2015 study by the National Academies of Science, Medicine, and Engineering 

indicates that most individuals will have least 1 diagnosis mistake in their lifetime [4]. Several 

reasons may contribute to erroneous including the absence of discernible symptoms. 

 

ML is used extensively, ranging from advanced technology (including smartphones, 

computers, and robots) to health (such as illness detection and safety). Machine learning is 

becoming prevalent across several domains, particularly in illness identification within 

healthcare. Numerous scholars and practitioners demonstrate the potential of ML-based 

diagnostics (MLBDD), which is cost-effective and fast [5]. Conventional diagnostic 

procedures are expensive, protracted, and often need human involvement. Although an 

individual's capabilities constrain conventional diagnostic methods, machine learning-based 

solutions are unencumbered by such restrictions, and computers do not experience fatigue like 

people do. Consequently, a system for diagnosing diseases may be created to address the 

unforeseen occurrence of many individuals in healthcare settings. MLBDD solutions use 

medical information, including pictures (e.g., X-rays, MRIs) and summary information (e.g., 

health issues, age, and demographics) [6]. ML is a branch of artificial intelligence (AI) that 

utilises knowledge as the input supply. The use of predefined functions in math produces 

outcomes (grouping or extrapolation) that are often challenging for people to achieve. For 

instance, using machine learning to identify tumor-like cells in a micro picture is often more 

straightforward, a task that is often difficult to do by visual inspection alone. Moreover, because 

to advancements in deep learning, a subset of ML, the latest research indicates that MLBDD 

accuracy exceeds 90% [5]. Alzheimer's illness, coronary artery disease, cancer of the breast, 

and influenza are among the ailments that may be diagnosed using machine learning. The 

advent of ML algorithms in illness diagnostics exemplifies how technology is employed in 

medicine. Recent advancements in machine learning challenges, including unbalanced data, 

interpretability, and ethical considerations in medical contexts, represent but a fraction of the 

several complex areas to address succinctly. This article [1] presents a summary that 

emphasises the innovative applications of machine learning and deep learning in illness 

diagnosis, while also offering an overview of advancements in this domain to elucidate the 

current trends, methodologies, and challenges associated with machine learning in disease 

diagnosis. We begin by delineating several methodologies pertaining to ML and 

DL approaches, as well as specific architectures for the detection and classification of diverse 

illness diagnoses. 

 

2. Detection of different diseases 
2.1.Blood Diseases Detection 

Leukaemia is a malignancy of the bone marrow categorised into four distinct categories as 

shown in Figure 1. [2] 

Despite acute lymphoblastic leukaemia (ALL) being a predominant cause of mortality in adults 

as well as kids, over 90% of instances are treatable if diagnosed early. Early detection of ALL 

facilitates prompt treatment initiation, therefore considerably enhancing the individual's life 

prospects [6-8]. Various treatment modalities, including medicine, therapy with radiation, and 
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drug therapy, may be used based on the precision of the diagnostic. The majority of leukaemia 

diagnostic processes are mechanical and reliant on the doctors' medical expertise. Microscopy 

inspection of blood cells is a crucial component of the diagnosis procedure, requiring a 

specialist who is proficient in detecting alterations within the blood cells. Medical pictures are 

among the most powerful instruments in diagnosis in medicine [9-11]. The collected 

characteristics from these photos provide comprehensive information on the nature of medical 

slides [2]. Cancer comprises a collection of uncommon, unique, and fatal illnesses. It may be 

defined as unregulated cellular proliferation exhibiting an atypical pattern. The World Health 

Organisation (WHO) projects that 19.3 million individuals will be diagnosed with cancer in 

2020, with cancer mortality anticipated to be 1.6 times greater [12-15].  

 

Figure 1: Parts of bone marrow and stem cells [2] 

 

The projected number of individuals impacted is anticipated to be around 50% more by 2040. 

The World Health Organisation reports that the overall number of cases is 57,377, representing 

21.9% of all children cancer cases globally in 2020. The prominent leukaemia classification 

system categorises acute leukaemia into two categories based on acute myeloid leukaemia 

(AML) and ALL; the forms of leukaemia present in the blood are shown in Figure 2. Acute 

Lymphoblastic Leukaemia (ALL) is considered one of the most common cancer kinds in 

children [16-17]. 
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Figure 2: Varieties of leukaemia in the bloodstream [2] 

The identification of ALLs and regular cells is of paramount importance for preserving human 

life, particularly those who are afflicted with blood cancer. This study aimed to identify ALL by 

the analysis of micro blood pictures with computational methods [18]. The data set 

encompassed 3,189 PBS pictures from 89 individuals suspicious to have ALL, with blood 

specimens meticulously organised and coloured by proficient scientists. The dataset was 

divided into two classifications: benign and malignant. The picture was improved with the use 

of stretchily and dynamic thresholds. In addition, the extraction of features was conducted 

using several approaches. The quantity of characteristics was decreased by the use of the grey 

wolf optimisation (GWO) technique. ALL was ultimately categorised as benign or malignant 

by RF, SVM, KNN, and naïve Bayes classifiers. The use of a grey-wolf optimisation approach 

in the process of selecting features shows significant efficiency across all scenarios. The 

suggested study achieved an accuracy of 99.69%, sensitivity of 99.5%, sharpness of 99.5%, 

F1-score of 99.5%, and specificity of 99%, demonstrating the effectiveness of these 

approaches. The effectiveness of the proposed approach was evaluated against many 

contemporary procedures [19-22]. In comparison to prior studies, the suggested technique 

yielded the best accuracy. The suggested approach may enhance performance and decrease the 
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overall number of features by using the GWO method, marking the inaugural use of grey wolf 

optimisation in the detection of ALL leukaemia. Additionally, exploring alternative 

methodologies is vital to applying better approaches in future study to get enhanced outcomes 

[23-24]. 

 

2.2.Respiratory diseases 

ML is a subset of AI that employs systems reliant on extensive datasets to classify, anticipate, 

and optimise based upon previously collected information, using data to discern patterns and 

execute designated tasks [25-26]. ANNs consist of many layers of "neurones" that emulate 

human brain function and constantly analyse inputs until they arrive at the result layer. DL, 

commonly referred to as CNNs, is a contemporary iteration of ANN that produces data 

hierarchically, with intermediary sections which analyse incoming information by 

incorporating both vague high-level characteristics, such as different things, and basic minimal 

attributes, like as consistency [1].  A new era in AI accompanies CNN. Initially, AI research 

focused on integrating knowledgeable computers capable of categorising chest scan pictures 

as "normal" or "abnormal". CNNs can further rapidly differentiate both information 

accessibility and correctness from enormous training sets, such as the widespread use of photo 

preservation and messaging platforms and electronic health records (EHRs). ML has quickly 

advanced in healthcare as a support instrument for physicians, particularly in the realm of 

respiratory diseases. Lung imaging study aids in differentiating healthy lung tissues from 

ground-glass opaqueness and honeycomb-like lung alterations, as well as in distinguishing 

benign from cancerous pulmonary nodules. ML may aid in evaluating the criteria for 

ventilatory assist and the appropriate period for tapering. In chronic breathing problems, it aids 

in evaluating the respiratory system to forecast mortality and therapy efficacy. Breathing 

biochemical analysis aids in the early detection of throat obstruction disorders and mitigates 

the risk of consequences [27-28]. Initial chest imaging of IPF exhibits insufficient 

applicability; hence, diagnosis relies on advanced magnetic imaging devices and is further 

limited by the proficiency and competence of doctors and physicians. Idiopathic pulmonary 

fibrosis (IPF) is an ongoing, progressive chronic disorder resulting from many aetiologies, 

characterised by widespread lung parenchymal involvement, alveoli irritation, and IF as the 

fundamental clinical lesions. The primary clinical diagnostic techniques for IPF consist of lung 

imaging, lung biopsy, and respiration testing [2,3,4]. The computer's assistance in analysing 

fibrosis test results would facilitate early illness identification, benefiting both patients and 

healthcare providers [28-30]. The clinical evaluation of chest X-rays is intricate, making a 

precise diagnosis of fibrotic lesions challenging. PO ground glass opacity was particularly 

pronounced in tiny nodules located in the lower lobes. These lesions are unusual and must be 

distinguished from several clinical disease-related criteria to rule out autoimmune or drug-

related causes, as well as other illnesses apart from interstitial pneumonia. Previously, using 

AI, the work in [3] sought to enhance testing efficiency of individuals with lung disease 

noninvasively and developed an accurate model for lung fibrosis that provided effective clinical 

recommendations as shown in Figure 3. 
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Figure 3: Evaluation of the models in the X-ray categorisation challenge [3] 

 

Figure 4: Evaluation of CT segmentation efficacy [3] 
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The work in [3] further suggested a predictive model for IPF. By integrating public databases 

with medical information, we successfully predicted X-ray models via the division and 

conquering methodology (Figure 3). Moreover, the data processing time surpassed that of 

physicians, which might substantially enhance the diagnostic rate of illnesses in regions with 

weak medical infrastructure or a scarcity of specialists. The intricacy and ultimate efficacy of 

the pulmonary fibrosis CT prediction model need further optimisation within the context of 

early segment as well as downstream classification duties (Figure 4). The methodology 

classifications and divides lung imaging, thereafter quantifying the pictures, which has notable 

generalisation and execution value, while objectively assessing the extent of PB to optimise 

outcomes. Since 2015, study on healthcare AI has progressed markedly, and breathing 

medicine is a widely recognised field [31-32]. CNNs are increasingly vital for generating 

imaging biomarkers applicable in diagnosis, prognosis, and therapy response prediction, as 

well as for the integration of ML models into traditional medical procedures in the coming 

years. The promise of CNNs extends significantly beyond imaging in the domain of pulmonary 

function and physiologic biosignal forecasting. Nonetheless, a significant constraint of our 

computer method is the absence of an adequately extensive training in medicine dataset. 

Certain program outcomes require additional validation via practical use to ascertain if 

healthcare providers are deficient in integrating technology [33-35]. To address these 

challenges, extensive electronic collaboration is essential, enabling applications dependent on 

substantial datasets to operate more efficiently with reduced loss of data and increased 

transmission rates [36-42]. Machine learning may significantly enhance the precision and 

efficacy of medical management in lung imaging evaluation, hospital breathing surveillance, 

chronic asthma, and the evaluation of physical and biological messages. The primary objective 

is to enhance the prospects for patients and elevate quality of life. Currently, interdisciplinary 

collaboration is a focal point in medical research, and the synergistic link among diverse 

medical disciplines is essential for the development of machine learning algorithms, as it will 

ultimately lead to advancements and transformations in intelligent healthcare [43]. The 

potential for AI guidance and support in the management of patients with intricate illnesses, 

including those with many concurrent health conditions, or in the decision-making process 

about significant surgery for dangerously sick, complicated patients, may be seen. The primary 

question is not when computer programs will perform activities more effectively than humans, 

but rather how individuals will adopt and use emerging AI competencies in health care. During 

the implementation of machine learning, it is essential to do thorough analysis on algorithms 

while maintaining the confidentiality and efficiency of patient knowledge, and to investigate 

the potential of machine learning in medicine to advance the medical sector. For the purpose 

of aiding patients and physicians in making superior judgements in an effective, cost-effective, 

and suitable way, AI must evolve into an imperceptible, seamless, and unbiased supplement. 

 

2.3.Neurological Disorders 

AI is a domain within the field of computing focused on the emulation of an individual's 

intellect in computers, enabling them to possess abilities that are equivalent to those of humans. 

AI systems are taught on vast datasets to acquire the ability to do certain tasks. Subsequently, 

the algorithms employ the acquired knowledge to evaluate unfamiliar inputs in order to provide 

the intended result. This discipline has a distinctive capability to rapidly analyse vast quantities 
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of data autonomously. Throughout the COVID-19 pandemic, an extraordinary number of 

persons became ill and AI-based systems were developed to autonomously identify any 

indicators of COVID-19 on people [3,4]. Moreover, the efficacy of AI-assisted CT scan picture 

interpretation matches that of a proficient doctor [5]. A revolution in hardware technology 

facilitated a transition from conventional machine learning to deep learning in artificial 

intelligence, resulting in the emergence of several prominent applications, including trained 

systems, computer vision, voice recognition, and picture categorisation. Nonetheless, 

electronics innovations are progressing into neuromorphic equipment to reduce the power 

consumption of AI systems, considering the computational capability of the human brain [7]. 

In summary, AI empowers robots to address intricate challenges and make judgements with 

intelligence and intuition [31]. Neuroscience is the empirical study of the brain's anatomy and 

mental processes related to data processing, decision-making, and environmental interaction. 

Neurologists examine the brain's role in memory and thinking and explore the whole system 

of nerves to get a thorough knowledge of various mental health and developmental diseases 

[10]. Neuroscience identifies the regions of the human brain that are susceptible to illnesses, 

disorders, and traumas, facilitating successful therapies. The advent of neuroimaging 

technology has significantly enhanced the comprehension of the brain's form and function [43-

45]. The progression of neurology has been propelled by technological developments, allowing 

the examination of the mind at both high resolution—through the analysis of genes, chemicals, 

neurones, and neurons—and low resolution via whole-brain photography [13]. CNNs, 

characterised by several hidden layers, are used in radiography for a high degree image analysis 

related to recognition and forecasting duties [14]. Moreover, electronic neuroscience methods 

enhance the extraction, preservation, modification, visualisation, and management of 

significant findings [15]. Neuroscience and artificial intelligence are intricately interconnected. 

Artificial Intelligence encompasses a diverse array of uses across multiple domains, all aimed 

at endowing devices with human-like intelligence to proficiently execute intricate tasks, 

including recognition of words, gaming, autonomous vehicle operation, knowledgeable 

routing, medical robotics, analysing videos and images, and natural language processing. 

Neuroscience aids in the accurate identification and diagnosis of several neurological diseases 

via the examination of the brain's functioning and architecture. 

 

3. Discussion and Future Scope: 
 

The implementation of ML algorithms in medical diagnosis has well demonstrated a huge 

success in various disease domains. It is noteworthy about the achievement of blood disease 

detection where techniques like Grey Wolf optimisation algorithms how well combined with 

traditional classifier achieving and accuracy rate of 99.69%. In respiratory disease diagnosis 

CNNs have been used for estimating analysis and have shown significant improvement in the 

detection of conditions like IPF which have offered reliable and fast diagnostic capabilities as 

compared to conventional ones. 

Besides advancement in this field there are still several challenges. The primary limitation will 

require extensive high quality training data. The current systems are suffering from insufficient 

medical training data which is impacting their generalizability and reliability in real time 



Predictive Modelling for Early Disease Detection 

from Clinical Text Data using Machine Learning 

Algorithms 

Sanjeev Gour1, Karuna Nidhi Pandagre2, 

Apoorva Joshi3, Ambrish K. Sharma4, 

Sanjana Sharma5, Abdul Razzak Khan 

Qureshi6 

 
 

 

Cuest.fisioter.2025.54(2):1788-1799                                                                            1796 

 

clinical environment. Additionally, there are concerns over the data privacy security and 

integrating the AI with existing healthcare systems. 
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