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I. INTRODUCTION 

 

In recent years, digital wallets have revolutionized the way 

individuals and businesses conduct transactions, offering a 

seamless, cashless, and convenient payment experience. With 

the proliferation of smartphones and internet accessibility, 

digital wallets have become a cornerstone of the modern 

financial ecosystem, enabling users to perform financial 

activities ranging from bill payments to peer-to-peer transfers 

with unprecedented ease. However, the rapid adoption of 

digital wallets has been accompanied by a surge in fraudulent 

activities, posing significant challenges to the security and 

reliability of these platforms. Cybercriminals increasingly 

exploit vulnerabilities in digital payment systems, employing 

sophisticated techniques to manipulate transactions, steal 

sensitive data, and defraud users. Addressing these security 

challenges is critical to safeguarding user trust and ensuring 

the sustainability of digital wallet services. 

 

Fraud detection in digital wallet transactions presents unique 

challenges due to the dynamic and high-volume nature of 

transactional data. Traditional fraud prevention methods, 

such as rule-based systems and statistical anomaly detection, 

often struggle to keep pace with the evolving tactics of 

fraudsters. Moreover, these methods tend to produce high 

false positive rates, leading to user dissatisfaction and 

unnecessary operational overhead for financial institutions. 

To overcome these limitations, the research community has 

turned to advanced machine learning techniques, which offer 

the potential to analyze complex patterns in transaction data 

and adapt to emerging threats in real-time. 

 

This study introduces a novel fraud prevention framework 

that integrates Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs) to leverage the strengths 

of both architectures. CNNs, widely recognized for their 

capability to extract spatial features, are adept at identifying 

correlations and anomalies in transactional data represented 

as structured matrices or graphs. On the other hand, RNNs, 

particularly Long Short-Term Memory (LSTM) networks, 
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excel in capturing temporal dependencies and sequential 

patterns, making them ideal for modeling transaction 

histories and user behavior over time. By combining these 

complementary capabilities, the proposed CNN-RNN hybrid 

network aims to deliver a robust and efficient solution for 

detecting fraudulent activities in real-time digital wallet 

transactions. 

 
Fig.1 : Pros and Cons of Hybrid CNN-RNN Fraud 

Detection 

 

The implementation of this hybrid network is driven by the 

need to balance detection accuracy with computational 

efficiency. The model is designed to process large-scale 

transaction datasets while maintaining low latency, a critical 

requirement for real-time fraud prevention systems. 

Extensive experimentation is conducted using a diverse 

dataset of digital wallet transactions, encompassing both 

legitimate and fraudulent activities. The evaluation metrics, 

including accuracy, precision, recall, and false positive rates, 

demonstrate that the CNN-RNN hybrid network significantly 

outperforms traditional methods and standalone machine 

learning models. Furthermore, the model’s ability to adapt to 

new fraud patterns is assessed through incremental learning 

techniques, highlighting its potential to remain effective in 

dynamic environments. 

 

 
Fig. 2: Building a Fraud Detection System 

 

This research contributes to the growing body of literature on 

fraud detection in financial technology by offering a practical 

and scalable solution for digital wallet platforms. Beyond its 

technical contributions, the study provides actionable insights 

for financial institutions, developers, and policymakers 

aiming to strengthen the security of digital payment systems. 

By addressing the pressing issue of fraud prevention, this 

work not only enhances the reliability and trustworthiness of 

digital wallets but also supports the broader goal of fostering 

financial inclusion in the digital age. The findings underscore 

the importance of integrating advanced artificial intelligence 

techniques into the design of fraud prevention mechanisms, 

paving the way for a safer and more secure digital economy. 

 

 

II. LITERATURE REVIEW 

 

[1] Smith et al. (2018): 

Smith et al. (2018) explored the potential of machine learning 

models in fraud detection, focusing on credit card 

transactions. They implemented various algorithms, 

including support vector machines and random forests, to 

identify fraudulent patterns. Their research highlighted the 

limitations of static models, which often struggle to adapt to 

evolving fraud tactics. The authors emphasized the 

importance of real-time data processing and adaptive 

learning, setting the stage for more advanced methods such 

as hybrid neural networks. The study provided a foundational 

understanding of fraud detection challenges in digital 

payment systems, particularly in addressing imbalanced 

datasets. 

 

[2] Kumar et al. (2019): 

Kumar et al. (2019) developed a fraud detection system for 

digital wallets using deep learning techniques, particularly 
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convolutional neural networks (CNNs). Their model 

analyzed transactional data to detect spatial patterns that 

indicate fraudulent activities. The research demonstrated that 

CNNs outperform traditional methods in accuracy and 

efficiency. However, the authors noted limitations in 

capturing temporal dependencies, which are crucial for 

analyzing user behavior over time. Their findings 

underscored the need for hybrid approaches combining 

CNNs with sequential models, such as recurrent neural 

networks (RNNs), to enhance detection capabilities in real-

time systems. 

 

[3] Lee et al. (2020): 

Lee et al. (2020) examined the use of recurrent neural 

networks (RNNs) for identifying temporal anomalies in 

financial transactions. By focusing on sequential data, their 

research showcased the ability of RNNs to detect patterns that 

evolve over time. They introduced Long Short-Term 

Memory (LSTM) networks to address the vanishing gradient 

problem, ensuring better performance in longer transaction 

sequences. Although effective in temporal analysis, the 

authors acknowledged the challenges of integrating RNNs 

with spatial pattern recognition, pointing toward the potential 

of hybrid frameworks that combine CNNs and RNNs for 

comprehensive fraud detection. 

 

[4] Zhang et al. (2021): 

Zhang et al. (2021) proposed a hybrid deep learning 

framework combining CNNs and RNNs for fraud detection 

in e-commerce transactions. Their model utilized CNNs for 

feature extraction and RNNs for sequence modeling, 

achieving high accuracy and low false positive rates. The 

study demonstrated the effectiveness of hybrid models in 

capturing both spatial and temporal patterns within 

transaction data. Despite its success, the authors identified 

challenges in computational efficiency, particularly for real-

time applications. Their work highlighted the importance of 

optimizing hybrid networks for scalability and latency in 

high-volume digital wallet systems. 

 

[5] Patel et al. (2017): 

Patel et al. (2017) investigated anomaly detection in digital 

payment systems using unsupervised learning methods. They 

applied clustering algorithms, such as k-means and 

DBSCAN, to identify deviations from normal transaction 

behavior. While their approach was effective for detecting 

previously unknown fraud patterns, it suffered from high 

false positive rates and lacked adaptability to evolving 

threats. The authors suggested integrating unsupervised 

techniques with deep learning models to enhance detection 

accuracy and real-time processing capabilities. Their findings 

underscored the need for hybrid systems that combine 

multiple methodologies for robust fraud prevention. 

 

[6] Nguyen et al. (2022): 

Nguyen et al. (2022) explored real-time fraud detection in 

digital wallets using graph-based deep learning. They 

modeled transactional relationships as graphs, enabling the 

identification of anomalous connections indicative of fraud. 

The study revealed that graph neural networks (GNNs) are 

highly effective in analyzing complex interrelations within 

transaction data. However, the authors noted that GNNs alone 

are insufficient for capturing temporal patterns, advocating 

for their integration with recurrent models like RNNs. Their 

research provided valuable insights into the advantages of 

combining spatial and temporal analysis for enhanced fraud 

detection. 

 

[7] Johnson et al. (2016): 

Johnson et al. (2016) developed a predictive model for 

detecting fraud in online payment systems using ensemble 

learning techniques. Their approach combined decision trees, 

logistic regression, and gradient boosting to improve 

detection accuracy. While effective in identifying fraudulent 

transactions, the model struggled with real-time processing 

due to computational overhead. The authors recommended 

exploring neural network-based solutions to address 

scalability issues. Their study emphasized the importance of 

balancing accuracy, efficiency, and adaptability in fraud 

detection systems, particularly for applications in digital 

wallets and other high-frequency transaction platforms. 

 

[8] Ahmed et al. (2020): 

Ahmed et al. (2020) presented a comparative study of deep 

learning techniques for fraud detection in digital payments. 

They evaluated CNNs, RNNs, and autoencoders, 

highlighting the strengths and limitations of each approach. 

CNNs excelled in feature extraction, while RNNs effectively 

captured temporal dependencies. Autoencoders were useful 

for detecting novel fraud patterns but required extensive 

tuning. The authors concluded that hybrid models combining 

CNNs and RNNs could address these limitations, offering a 

more holistic approach to fraud detection. Their findings 

reinforced the potential of hybrid neural networks for real-

time applications. 

 

[9] Brown et al. (2021): 

Brown et al. (2021) proposed a scalable fraud detection 

framework using federated learning, enabling decentralized 

data analysis without compromising user privacy. Their 

model incorporated CNNs for local feature extraction and 

LSTMs for sequence modeling across multiple devices. The 

study demonstrated the feasibility of real-time fraud 

prevention in distributed systems, achieving high detection 

rates while ensuring data security. The authors emphasized 

the importance of computational efficiency and privacy 

preservation in fraud detection, advocating for further 

exploration of hybrid models in federated environments. 

 

[10] Singh et al. (2018): 

Singh et al. (2018) developed a hybrid approach for fraud 

detection in mobile payments, combining machine learning 

with statistical analysis. Their model utilized logistic 

regression for initial screening and neural networks for in-

depth analysis. The hybrid system demonstrated improved 

accuracy compared to standalone models but faced 
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challenges in processing high transaction volumes. The 

authors suggested incorporating advanced deep learning 

techniques, such as CNNs and RNNs, to enhance scalability 

and real-time performance. Their work highlighted the 

potential of hybrid frameworks in addressing the 

complexities of digital wallet fraud detection. 

 

[11] Chen et al. (2019): 

Chen et al. (2019) investigated the use of deep autoencoders 

for anomaly detection in financial transactions. By 

compressing and reconstructing transactional data, the model 

identified deviations indicative of fraud. The study revealed 

that autoencoders effectively detect novel fraud patterns but 

struggle with sequential dependencies. The authors proposed 

integrating autoencoders with RNNs to address this 

limitation, enabling the detection of both spatial and temporal 

anomalies. Their findings emphasized the importance of 

hybrid models in overcoming the shortcomings of individual 

deep learning techniques for fraud detection. 

 

[12] Ali et al. (2022): 

Ali et al. (2022) introduced a real-time fraud detection system 

for digital wallets using attention-based RNNs. By focusing 

on critical transaction features, the attention mechanism 

improved detection accuracy and reduced false positives. The 

study highlighted the role of attention layers in enhancing the 

interpretability of RNNs, enabling more precise identification 

of fraudulent activities. While effective, the model faced 

challenges in handling large-scale datasets, prompting the 

authors to recommend combining attention mechanisms with 

CNNs for improved scalability. Their research contributed to 

the growing interest in hybrid architectures for fraud 

detection. 

 

[13] Wilson et al. (2021): 

Wilson et al. (2021) proposed a hybrid fraud detection 

framework combining CNNs and gated recurrent units 

(GRUs). Their model leveraged CNNs for feature extraction 

and GRUs for sequential analysis, achieving high detection 

rates with low latency. The study demonstrated the 

effectiveness of hybrid architectures in capturing complex 

patterns in transaction data. However, the authors noted the 

need for further optimization to handle real-time processing 

requirements in high-volume digital wallet systems. Their 

findings highlighted the potential of hybrid models in 

addressing the challenges of fraud detection. 

 

[14] Rodriguez et al. (2020): 

Rodriguez et al. (2020) investigated the application of 

transfer learning for fraud detection in digital payments. By 

leveraging pre-trained CNN models, their approach reduced 

the need for extensive labeled data while maintaining high 

accuracy. The study demonstrated the utility of transfer 

learning in adapting to new fraud scenarios, particularly when 

combined with RNNs for temporal analysis. The authors 

emphasized the importance of integrating transfer learning 

with hybrid architectures to achieve robust and scalable fraud 

detection systems in digital wallets. 

 

[15] Zhao et al. (2019): 

Zhao et al. (2019) developed a hybrid fraud detection model 

combining CNNs and bidirectional LSTMs (BiLSTMs). The 

model utilized CNNs for extracting spatial features and 

BiLSTMs for analyzing transaction sequences in both 

forward and backward directions. This approach improved 

detection accuracy and reduced false positive rates. The study 

highlighted the effectiveness of bidirectional analysis in 

capturing comprehensive temporal patterns. The authors 

recommended further exploration of hybrid architectures for 

real-time fraud detection, emphasizing the importance of 

balancing computational efficiency with detection accuracy 

in digital wallet applications. 

 

 

RESEARCH GAPS 

 

The following research gaps have been found: 

 

• Integration of Hybrid Models for Real-Time 

Detection 

While many studies focus on either CNN or RNN 

individually for fraud detection, there is limited 

research on combining the spatial feature extraction 

capability of CNN with the temporal pattern 

recognition of RNN in a unified framework for real-

time digital wallet fraud detection. 

 

• Dataset Diversity and Scalability 

Most existing studies rely on limited or simulated 

datasets, which may not comprehensively represent 

the diverse and evolving nature of fraudulent 

transactions in real-world digital wallet systems. 

 

• Balancing Accuracy and Latency 

Many studies achieve high detection accuracy but 

lack focus on the latency required for real-time fraud 

detection in high-volume transaction systems, 

which is critical for practical deployment. 

 

• Mitigation of False Positives 

High false positive rates remain a common 

challenge in many existing fraud detection models, 

leading to unnecessary disruptions for legitimate 

users. This highlights a need for more robust 

techniques to reduce false alarms. 

 

• Adaptability to Evolving Fraud Patterns 

Limited attention has been given to models that can 

dynamically adapt to new and sophisticated fraud 

tactics. This calls for integrating self-learning 

mechanisms and continuous model updates to 

maintain detection efficacy over time. 
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III. METHODOLOGY 

 

A. Convolution Operation 

The convolution operation is vital in CNNs for feature 

extraction from transaction data. By applying convolutional 

filters to the input data, the model can identify spatial patterns 

indicative of potential fraud, enhancing the detection 

capability within digital wallets. 

 

(𝐼 × 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼 (𝑖 + 𝑚, 𝑗 + 𝑛) ⋅ 𝐾(𝑚, 𝑛)

𝑛𝑚

 

 

Where 

I = input image (transaction data) 

K = Convolutional kernel 

i,j = Convolutional kernel 

m,n = Indices over the kernel 

 

 

B. Pooling Operation 

Pooling techniques, such as max pooling, reduce the 

dimensionality of feature maps while preserving significant 

features. This transformation helps maintain the essential 

characteristics of transactions, aiding the CNN in identifying 

crucial patterns related to fraud detection. 

 

𝐹𝑃  = 𝑚𝑎𝑥(𝐹) 
 

Where 

F = Feature map from the previous layer 

𝐹𝑃= Pooled feature map 

 

 

C. Flattening 

Flattening transforms the pooled feature maps into a one-

dimensional vector suitable for input into fully connected 

layers. This step is crucial in preparing features extracted by 

CNNs for further processing by RNNs, enabling enhanced 

fraud detection in sequential transaction data. 

 

𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐹) → 𝑋 
 

Where  

F = Output feature map 

X = 1D array after flattening 

 

 

D. Activation Function (ReLU) 

The ReLU activation function introduces non-linearity into 

the model, allowing it to capture complex patterns in 

transaction data. Its use across CNN and RNN layers 

significantly improves the model's ability to learn intricate 

relationships indicative of fraudulent activities. 

 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) 
 

Where 

f(x) = Activated output 

x = Input value 

 

 

E. Weight Update Rule (Gradient Descent) 

The weight update rule using gradient descent is critical for 

training the CNN-RNN model. By adjusting weights based 

on gradients, the algorithm minimizes the loss function, 

optimizing the model for improved fraud detection 

performance in a real-time context. 

 

𝑊 = 𝑊 − 𝜂𝛻𝐿(𝑊) 
 

Where 

𝑊 = Weights of the model 

𝜂 = Learning rate 

𝛻𝐿(𝑊) = Gradient of the loss function 

 

 

IV. RESULTS AND DISCUSSIONS 

 

A. Comparative Analysis of Accuracy and False 

Positive Rates Across Machine Learning Models 

for Fraud Detection in Digital Wallet Transactions 

 

Figure 3 illustrates a comparative analysis of the accuracy 

and false positive rates across various machine learning 

models used for fraud detection in digital wallet transactions. 

The models evaluated include Logistic Regression, Random 

Forest, CNN-Based, RNN-Based, and the proposed CNN-

RNN Hybrid Network. 

 

 

 
Fig. 3: Comparative Analysis of Accuracy and False Positive Rates 

Across Machine Learning Models for Fraud Detection in Digital 

Wallet Transactions 
 

The CNN-RNN Hybrid Model demonstrates superior 

performance, achieving the highest accuracy of 94.2% and 
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the lowest false positive rate of 3.1%, highlighting its 

effectiveness in detecting fraudulent transactions with 

minimal disruption to legitimate users. In contrast, Logistic 

Regression has the lowest accuracy (85.4%) and the highest 

false positive rate (6.8%), indicating limitations in handling 

complex transaction data. Random Forest improves upon 

Logistic Regression but falls short compared to deep learning 

models. The CNN-Based and RNN-Based models perform 

well individually, with accuracies of 91.3% and 90.8%, 

respectively, but they are outperformed by the hybrid model, 

which effectively combines spatial and temporal data 

processing strengths. 

 

 

B. Fraud Detection Time (ms) Across Models 

 

Figure 4 presents the detection times (in milliseconds) for 

various models used to detect fraud in digital wallet 

transactions. The figure compares the detection speed of 

Logistic Regression, Random Forest, CNN-Based Model, 

RNN-Based Model, and the CNN-RNN Hybrid Model. 

 

The CNN-RNN Hybrid Model exhibits the fastest detection 

time of 8 ms, demonstrating its efficiency in processing and 

identifying fraudulent transactions in real time. The CNN-

Based Model and RNN-Based Model follow closely, with 

detection times of 10 ms and 11 ms, respectively, indicating 

their effectiveness in real-time fraud detection. Random 

Forest performs slightly slower, with a detection time of 12 

ms, while Logistic Regression has the highest detection time 

at 15 ms. 

 

 
Fig. 4: Fraud Detection Time (ms) Across Models 

 

These results highlight the importance of model efficiency for 

real-time fraud detection, particularly in high-frequency 

transaction environments, where rapid decision-making is 

crucial. The CNN-RNN Hybrid Model balances speed and 

accuracy, making it the most suitable option for real-time 

fraud prevention in digital wallet platforms. 

 

 

C. Fraud Detection Performance Metrics 

 

Figure 5 presents a detailed comparison of key performance 

metrics for fraud detection models in digital wallet 

transactions: Precision, Recall, F1-Score, and Area Under the 

ROC Curve (AUC). The metrics are evaluated for three 

models: CNN-Based, RNN-Based, and CNN-RNN Hybrid. 

 

• Precision measures the accuracy of the positive 

predictions, and the CNN-RNN Hybrid Model 

achieves the highest precision of 95.3%, indicating 

it identifies fraudulent transactions with minimal 

false positives. The CNN-Based Model follows 

closely with 92.5%, while the RNN-Based Model 

performs slightly lower at 91.8%. 

• Recall, representing the model's ability to identify 

all relevant fraudulent transactions, shows the CNN-

RNN Hybrid Model again leading with 94.8%, 

surpassing both CNN (91.2%) and RNN (90.7%) 

models. This suggests that the hybrid model is better 

at capturing all fraud cases. 

• F1-Score, which balances precision and recall, 

highlights the CNN-RNN Hybrid's superior 

performance with a score of 95.0%, compared to 

CNN (91.8%) and RNN (91.2%). 

• AUC, reflecting the model's ability to discriminate 

between fraud and legitimate transactions, also 

favors the CNN-RNN Hybrid Model with 96.1%, 

outperforming CNN (93.6%) and RNN (92.8%). 

 

 
Fig. 5: Fraud Detection Performance Metrics 

 

These results underscore the CNN-RNN Hybrid Model's 

comprehensive and balanced performance across all key 

metrics, making it the most effective model for fraud 

detection in digital wallets. 
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D. Fraud Categories Detected 

 

Figure 6 illustrates the distribution of fraud categories 

detected in digital wallet transactions, highlighting the 

number of incidents and their corresponding percentages. 

The data is divided into five primary fraud categories: 

Unauthorized Access, Phishing Attacks, Transaction 

Tampering, Identity Theft, and Others. 

 

• Unauthorized Access leads the chart with 350 

incidents, accounting for 35% of the total fraud 

cases. This indicates that unauthorized access to user 

accounts remains the most prevalent form of fraud, 

likely involving stolen credentials or unauthorized 

login attempts. 

• Phishing Attacks represent 25% of the fraud cases, 

with 250 incidents. This suggests that phishing 

remains a significant threat, where attackers 

impersonate legitimate entities to steal user 

credentials. 

• Transaction Tampering accounts for 20% of the 

fraud cases, with 200 incidents. This category 

involves manipulating transaction details, such as 

altering payment amounts or recipient information, 

to facilitate fraud. 

• Identity Theft is responsible for 15% of the 

incidents, with 150 cases. This fraud type involves 

stealing personal information to carry out fraudulent 

transactions. 

• The Others category comprises 5% of the incidents, 

covering any other types of fraud not captured in the 

specific categories above. 

 

 

 
Fig. 6: Fraud Categories Detected 

 

This distribution emphasizes the diversity of fraud techniques 

targeting digital wallet systems and highlights areas where 

fraud prevention measures should be strengthened. 

 

 

E. Real-Time Detection Success Rate Over Different 

Transaction Volumes 

 

Figure 7 presents the performance of three fraud detection 

models—CNN-Based, RNN-Based, and CNN-RNN 

Hybrid—across varying transaction volumes (transactions 

per second). The data shows how each model's accuracy is 

impacted as transaction volumes increase. 

 

At lower transaction volumes (50 transactions per second), 

the CNN-RNN Hybrid Model achieves the highest accuracy 

at 96.5%, followed by the CNN-Based Model at 92.3% and 

the RNN-Based Model at 91.7%. This trend continues with 

CNN-RNN Hybrid consistently outperforming the others in 

terms of accuracy across all volumes. 

 

 
Fig. 7: Fraud Categories Detected 

 

As transaction volume increases to 100, 200, and 500 

transactions per second, the accuracy of all models gradually 

declines, which is expected in high-frequency environments 

due to the greater challenge in processing larger amounts of 

data. However, the CNN-RNN Hybrid Model maintains its 

lead, with accuracy percentages of 95.8%, 94.6%, and 93.2%, 

respectively, while CNN and RNN models exhibit a more 

noticeable drop in performance. 

 

At the highest transaction volume of 1000 transactions per 

second, the CNN-RNN Hybrid Model still achieves the best 

performance at 91.8%, demonstrating its robustness and 

suitability for real-time fraud detection in high-traffic 

environments. This reinforces the hybrid model's ability to 

maintain accuracy and efficiency even under demanding 

conditions. 

 

 

F. Impact of Training Dataset Size on Model 

Performance 
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Figure 8 displays the impact of varying training dataset sizes 

on the accuracy of fraud detection models, specifically CNN-

Based, RNN-Based, and CNN-RNN Hybrid models. As the 

number of transactions in the training dataset increases, the 

accuracy of all models improves, demonstrating that larger 

datasets provide better learning opportunities and model 

performance. 

 

For smaller datasets, such as 50,000 transactions, the CNN-

Based Model achieves an accuracy of 89.2%, while the 

RNN-Based Model performs slightly lower at 88.5%. The 

CNN-RNN Hybrid Model outperforms both with an 

accuracy of 92.7%. As the dataset grows to 100,000 

transactions, the CNN and RNN models show improvement, 

with accuracies of 91.3% and 90.8%, respectively, while the 

Hybrid model rises to 94.8%. 

 

 
Fig. 8: Fraud Categories Detected 

 

At 200,000 transactions, all models continue to improve, with 

the CNN-RNN Hybrid reaching 96.2%. The trend of higher 

accuracy with larger datasets is consistent up to 1,000,000 

transactions, where the Hybrid model achieves the highest 

accuracy at 97.8%, compared to 94.7% for CNN and 94.2% 

for RNN. This underscores the superior effectiveness of the 

CNN-RNN Hybrid Model, especially as the training dataset 

size increases. 

 

 

V. CONCLUSION 

 

In conclusion, this study demonstrates the effectiveness of the 

CNN-RNN hybrid model for real-time fraud detection in 

digital wallet transactions. The results reveal that the CNN-

RNN Hybrid Model outperforms traditional machine 

learning models, such as Logistic Regression and Random 

Forest, in terms of accuracy, false positive rates, and 

detection time. With an accuracy of 94.2% and a false 

positive rate of only 3.1%, the hybrid model effectively 

identifies fraudulent transactions while minimizing 

disruptions to legitimate users. Furthermore, the model's 

efficiency is evident in its low detection time and consistent 

performance under varying transaction volumes, making it 

suitable for high-frequency transaction environments. The 

model also excels in key performance metrics, including 

precision, recall, F1-Score, and AUC, further validating its 

potential for deployment in real-world digital wallet 

platforms. Overall, the findings suggest that the CNN-RNN 

Hybrid Model offers a robust and reliable solution for 

enhancing security in digital payment systems. 
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