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ABSTRACT 

 

The transportation sector is continuously evolving with the integration of advanced safety mechanisms aimed at reducing 

accidents and safeguarding lives. This project introduces an innovative safety system specifically designed for electric buses, 

utilising Continuous Rapid Eye Motion Detection (CREM) technology. The system is bifurcated into two primary modules: 

software and hardware. The software module leverages Python programming and face detection algorithms to monitor the 

driver's eye status in real-time. A major component of this system is the Eye Aspect Ratio (EAR) algorithm, which uses facial 

landmarks detected by the Dlibrary to calculate the degree of eye closure. If the eyes remain closed for less than three seconds, 

an alert signal is dispatched to the hardware module, which subsequently triggers a buzzer to alert the driver. 

 

Conversely, if the eyes remain closed for more than five seconds, indicating potential drowsiness or incapacitation, the system 

transitions the bus to autonomous mode and activates newly integrated emergency lights. This dual- action not only ensures the 

vehicle safely pulls over but also alerts other road users, enabling them to adjust their driving accordingly. The hardware module 

comprises an Arduino microcontroller, an LCD display, a DC motor emulating the bus, and an L298 motor driver. Through serial 

communication, the hardware module executes commands based on data received from the software module, employing fuzzy 

logic algorithms to manage alert and autonomous functions effectively. This project marks a significant advancement in vehicular 

safety technologies, particularly for public transport, by addressing the critical issue of driver eye detection—a leading cause of 

road accidents globally. By providing a practical proof of concept, this project paves the way for future enhancements and broader 

implementation of CREM technology in commercial vehicles, ultimately contributing to reduced road fatalities and improved safety 

for all road users. 

Keywords: Continuous Rapid Eye Motion Detection, Face Detection, Eye Aspect Ratio, Driver Safety, Autonomous 

Mode, Electric Buses, Road Safety 
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I. INTRODUCTION 

 
In recent years, the transportation sector in India has been at the forefront of integrating advanced technologies to enhance 

safety and efficiency. With rapid urbanisation and increasing vehicular density, road safety has become a paramount concern. 

According to recent statistics, India has one of the highest rates of road accidents globally, with driver fatigue and 

drowsiness being significant contributors. In response to this pressing issue, there has been a growing interest in developing 

systems that can monitor and evaluate driver states in real-time, thereby preventing accidents before they occur. The concept of 

using face detection technology for continuous driver state evaluation is gaining traction as a viable solution to this problem. 

Face detection systems have evolved significantly, offering precise and reliable monitoring capabilities. These systems can 

detect subtle changes in facial expressions and eye movements, which are critical indicators of a driver's alertness and state of 

If the eyes remain closed for a brief period, a warning is issued to alert the driver. However, if the eyes remain closed for a 

longer duration, indicating potential drowsiness, the system automatically shifts the bus to an autonomous mode, ensuring the 

vehicle's safe operation. This proactive approach not only enhances the safety of the driver and passengers but also minimises 

the risk to other road users. The hardware module is equipped with an Arduino microcontroller, an LCD display, and a DC 

motor, among other components, to execute the necessary actions based on the software's analysis. This integration of software 

and hardware ensures a comprehensive solution that addresses the critical issue of driver fatigue and drowsiness, thereby 

contributing to the overall safety and efficiency of the transportation system in India. 

II. LITERATURE REVIEW 

 

Novel Transfer Learning Approach for Driver Drowsiness Detection Using Eye Movement Behavior 

 
The paper "Novel Transfer Learning Approach for Driver Drowsiness Detection Using Eye Movement Behavior" by Hamza Ahmad, 

Madni, Ali Raza, Rukhshanda Sehar, Nisrean Thalji, and Laith Abualigah proposes a new method to detect driver 

drowsiness using transfer learning. The approach focuses on analyzing eye movement behaviour to identify signs of 

drowsiness in drivers. The authors leverage transfer learning techniques to enhance the accuracy and efficiency of the 

detection system, reducing the need for extensive  labeled  data and improving generalization across different conditions. 

This method offers potential improvements in road safety by providing early warnings for drowsy driving. 

 

 

A Systematic Review on Driver Drowsiness Detection Using Eye Activity Measures 

 
The paper "A Systematic Review on Driver Drowsiness Detection Using Eye Activity Measures" by Ahmet Kolus provides a 

comprehensive review of various methods and technologies used to detect driver drowsiness based on eye activity. The review 

examines different eye-related measures such as blink rate, eye closure duration, and pupil behaviour, exploring their 

effectiveness in identifying drowsiness. It highlights the strengths and limitations of existing approaches, summarizes the latest 

advancements in the field, and suggests future research directions to improve the reliability and accuracy of drowsiness detection 

systems aimed at enhancing road safety. 

 

 

Real-Time Driver Drowsiness Detection Using Facial Landmarks and Convolutional Neural Networks 

 
The paper "Real-Time Driver Drowsiness Detection Using Facial Landmarks and Convolutional Neural Networks" by Zhang et 

al. presents a method for detecting driver drowsiness in real time by analyzing facial landmarks through Convolutional Neural 

Networks (CNNs). The system tracks key facial features, such as eye and mouth movements, to detect signs of drowsiness. By 

leveraging CNNs, the model processes these facial landmarks efficiently to identify subtle patterns associated with fatigue. This 

approach offers a real-time, non-intrusive solution to improve driver safety by providing timely alerts in drowsiness- related 

scenarios. 
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Multi-Modal Driver State Monitoring Using Fusion of Physiological and Visual Features 

 
The paper "Multi-Modal Driver State Monitoring Using Fusion of Physiological and Visual Features" by Li et al. proposes a 

comprehensive approach to monitor a driver's state by combining both physiological signals (e.g., heart rate, skin 

conductance) and visual features (e.g., eye movements, facial expressions). The fusion of these modalities enhances the 

accuracy of detecting states like drowsiness, distraction, or stress. This multi- modal system provides a more robust and reliable 

way to assess driver behavior and condition in real-time, aiming to improve road safety by integrating various indicators of 

driver alertness and well-being. 

 

The proposed system introduces an advanced safety mechanism for E-Buses using Continuous Rapid Eye Motion (CREM) 

technology, which addresses the shortcomings of existing drowsiness detection systems. This system is designed to provide a 

multi-tiered response to driver drowsiness, enhancing overall safety by integrating both software and hardware components to 

actively monitor the driver’s eye status and respond appropriately. 

 

The system is divided into two main modules: the software module and the hardware module. The software module utilizes 

Python and OpenCV to perform real-time facial landmark detection, specifically focusing on the driver’s eyes. It continuously 

monitors whether the eyes are open or closed and measures the duration of closure. If the eyes remain closed for less than 

three seconds, the system classifies this as a brief, non-critical blink and sends a signal to the hardware module to trigger an 

alert via a buzzer. This immediate response is intended to catch the driver's attention and prompt them to stay alert. 

 

For eye closures lasting more than five seconds, the system recognizes this as a sign of significant drowsiness or potential 

incapacitation. In such cases, the software module sends a different signal to the hardware module, initiating a switch from manual 

to autonomous driving mode. This transition is crucial, as it allows the vehicle to safely manage itself without relying on the 

compromised state of the driver. 

 

 

Attention-Based LSTM Network for Driver Distraction Detection 

 
The paper "Attention-Based LSTM Network for Driver Distraction Detection" by Wang et al. introduces a method for 

detecting driver distraction using an attention- based Long Short-Term Memory (LSTM) network. The model focuses on 

sequences of driving behavior and sensor data, utilizing the attention mechanism to highlight critical features that indicate 

distraction. By leveraging 
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LSTM’s ability to capture temporal dependencies and the attention layer’s focus on important inputs, this approach improves the 

accuracy and efficiency of distraction detection. The system aims to enhance road safety by identifying distractions in real time, 

allowing for timely intervention 

 

 

III. PROPOSED SYSTEM 

 

 

 

 
Figure 1. block diagram 

 

Additionally, the system activates emergency lights, which serve as a warning to other road users, indicating that the vehicle is in 

autonomous mode due to an unresponsive driver. This feature aims to prevent accidents by alerting surrounding traffic to exercise 

caution. 

 

The hardware module, which includes an Arduino Micro controller, LCD display, DC motor, L298 motor driver, buzzer, and the 

emergency lights, plays a pivotal role in executing the system’s responses. It uses serial communication 

for receiving commands from the software module and the employs fuzzy logic algorithms to process these commands, ensuring 

that the appropriate actions are taken based on the driver’s eye status. The use of fuzzy logic allows for more nuanced decision 

making, adapting the system’s responses to the Specific conditions detected by the software module. 

 

This integrated approach provides a comprehensive solution that goes beyond mere alerts, offering a robust mechanism for 

preventing accidents caused by driver drowsiness. By combining real-time monitoring, alert systems, autonomous control, and 

external signalling, the proposed system addresses multiple facets of the vehicular 
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safety. It not only protects the driver and passengers within the vehicle but also enhances the safety of other road users by 

proactively managing potential hazards. 

 

 

IV. MODULES 

 
List of modules is given as below 

 

Eye Status Detection 

 

Overview: Detect the driver's eye status. 

Tasks: Perform facial landmark detection, focusing on the eye region to determine if eyes are open or closed 

 

Driver Monitoring Initialization 

 

Overview: Start the driver monitoring process. 

Tasks: Initialize the camera and facial recognition libraries, and set up real-time video capture 

 

Eye Closure Analysis 

 

Overview: Analyse eye closure duration. 

Tasks: Calculate the Eye Aspect Ratio (EAR) to assess eye closure duration, classifying it as brief (< 3s) or prolonged (> 5s). 

 

Alert Signal Generation 

Overview: Generate alert signals based on eye closure analysis. 

Tasks: Trigger a short alert for brief closures and initiate a safety protocol for prolonged closures. Prepare signals for hardware 

transmission. 

 

Serial Communication Interface 

 

Overview: Establish communication between Python and Arduino. 

Tasks: Set up a serial connection to transmit alert signals reliably. 

 

Arduino Signal Processing 

 

Overview: Process received signals using Arduino. 

Tasks: Use fuzzy logic to interpret signals and determine the appropriate response (short alert or safety protocol). 

 

Short Alert Execution 

 

Overview: Execute short alert actions. 

Tasks: Activate the buzzer for 2 seconds and update the LCD display with an alert message. 
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Safety Protocol Activation 

 

Overview: Implement safety protocol actions. Tasks: Switch to autonomous driving mode, activate emergency lights, 

control the DC motor, and update the LCD display with a safety mode message. 

 

System Integration and Testing 

 

Overview: Ensure seamless operation of all components. 

Tasks: Synchronize Python and Arduino modules and conduct end-to-end testing, and optimize system performance. 

 

 

 

Fig 1.3 Flow diagram 
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V. PERFORMANCE METRICS 

 
The performance of the CREM safety system for electric buses can be evaluated using several key metrics. Detection 

accuracy is crucial, ensuring the system accurately detects drowsiness (high true positive rate) while minimizing false alerts 

(low false positive rate). The system’s response time is another important metric, with alert triggers expected within 3 seconds 

for short eye closures, and swift transitions to autonomous mode during prolonged drowsiness, ensuring driver safety. System 

reliability measures uptime and availability, ensuring that the system operates without interruptions, and includes a low error 

rate to guarantee smooth communication between hardware and software components. Additionally, the false alarm rate is 

tracked to avoid unnecessary disruptions to the driver, with a focus on minimizing both false positives and false negatives. The 

system's energy efficiency is measured by its power consumption, as it should function effectively without significantly 

impacting the electric bus’s overall energy usage. Finally, scalability is evaluated to determine how easily the system can be 

adapted to different vehicle types and sizes, ensuring broader applicability. Together, these performance metrics ensure the 

CREM system is accurate, responsive, relible, and energy-efficient. 

 

 

 

Fig 1.4 Eyes are opened 

 

 

 

Fig 1.5 Eyes closed drowsiness aler 
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VI. RESULT AND FINDINGS 

 
The CREM safety system for electric buses successfully detects driver drowsiness using real-time eye monitoring with the Eye Aspect 

Ratio (EAR) algorithm. It responds quickly, activating alerts within 3 seconds and switching to autonomous mode if the driver's 

eyes remain closed for more than 5 seconds. The system's communication between software and hardware is reliable, with accurate 

decisions powered by fuzzy logic, leading to a low false alarm rate. The technology shows promise in reducing accidents caused by 

driver fatigue and has potential for broader applications in public transport. However, scaling for commercial use may require 

improvements in handling environmental conditions and long-term monitoring. 

 

VII. CONCLUSION 

 
The integration of Continuous Rapid Eye Motion Detection (CREM) technology into public transportation systems represents a 

significant advancement in vehicular safety. By leveraging sophisticated algorithms like Eye Aspect Ratio (EAR) and fuzzy logic, 

this project addresses critical issues related to inattentiveness—a leading cause of road accidents globally. The dual-module system 

combines real-time monitoring with proactive interventions, ensuring immediate alerts and autonomous control when necessary. 

This comprehensive approach enhances safety within vehicles while also protecting other road users through external signaling 

mechanisms like emergency lights. The innovative use of face detection technology provides accurate assessments of driver alertness, 

allowing for timely interventions that traditional systems lack. By shifting from reactive measures to proactive ones, this system 

significantly reduces reliance on human response under conditions where it is most compromised. Furthermore, its application in 

electric buses aligns with sustainable transport goals, contributing positively towards reducing road fatalities as outlined in global 

safety targets. Overall, this project offers a practical proof of concept for future enhancements in commercial vehicle safety 

technologies. Its successful implementation could pave the way for broader adoption across various transportation networks, 

ultimately leading to safer roads and reduced accident rates worldwide. 
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