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Abstract

Chronic kidney disease (CKD), that causes undesired and rising volumes of hazardous liquids and
wastes to accumulate in the blood and damage the body, is a typical issue with kidney function.
An early screening tool to detect renal function is crucial in many circumstances because such
degradation of kidney function results in kidney damage and occasionally in death. In order to
diagnose and categorise diseases, Machine Learning(ML)approaches were widely applied in
healthcare.In first stage, we propose Ant Colony Stacked Multi-Task Adaptive Naive Bayes
(ACS-MANB) methodto efficiently predict the CKDs. Initially, the CKD dataset is collected for
this study. To eliminate the unwanted/duplicated information from the gathered data,
normalization approach is used. In feature extraction stage, kernel-based principal component
analysis (K-PCA) is used to retrieve the significant features from the normalized data.Finally, by
employing the proposed method, we classify the CKDs into normal and abnormal kinds. As a
second stage, we provide Genetic Fine-Tuned Regressive Support Vector Machine (GFR-SVM)
technique for accurately forecasting CKDs. For this investigation, the CKD dataset is first
gathered. Using a min-max normalization strategy, it is possible to pre-process the gathered data.
Linear discriminant analysis is used to identify the important features from the pre-processed data.
Finally, we categorise the CKDs into stage-wise by using the suggested methodology.The
findings of this investigation demonstrate that the suggested approaches can categorise the data
with the least amount of misclassification error. It has been discovered that the machine learning
techniques utilised in this study greatly lessen the drawbacks of employing conventional
approaches while also enhancing performance of the classifier. In comparison to traditional
approaches, the diagnosis and classification techniques significantly improve on present system
and offer more reliable predictions.

Keywords: Chronic kidney disease (CKD), Machine Learning(ML), Ant Colony Stacked Multi-
Task Adaptive Naive Bayes (ACS-MANB), Genetic Fine-Tuned Regressive Support Vector
Machine (GFR-SVM), kernel-based principal component analysis (K-PCA)

Cuest.fisioter.2025.54(3):3565-3587 3588




s _—
Ponnam Lalitha’, Potta Devika®, CHRONIC KIDNEY DISEASE PREDICTION INTEGRATING

3 4 i .
\I/Badthyal\ﬁansgg , (SS.Sc_);an\era éDgiplka CATEGORIZATION AND NOVEL MACHINE LEARNING K’
orgaonkar®,Dr.Suni a:7 , Sudheer TECHNIQUES
Nidamanuri

Introduction

Designers and clinical professionals are attempting to create machine learning algorithms and
models capable of detecting chronic kidney disease in its early stages. The issue is that data
generated in the healthcare industry is large and complex, making data analysis difficult.
However, using data mining technology, we can convert this data into a data format that can

then be translated into machine learning algorithms.

The ineffectiveness of the kidney to do filtering action is described as kidney disease. The
amount of waste products in our body precariously increases with an increase in the severity
of the disease. CKD afflicts around 15% of the world population, and millions of people die
each year because of this disease. According to the latest medical report on CKD, about 325
million people are affected by kidney disease globally. Regular monitoring of kidneys is
essential because it is challenging to predict how kidney functioning is declining. CKD can
develop heart and blood vessel problems, which can lead to severe medical problems like
heart attack and strokes. The blood and proteins will be leaked to urine once the filtering
system of the kidney is damaged. The kidneys work hard to remove the waste products,
excess fluid, and other toxins from the body. Kidneys help control the blood pressure,
regulate blood chemicals that are important for our body, and stimulate the production of red
blood cells. Kidney diseases are more common in older people. CKD can progress to
complete kidney failure if proper treatment measures are not taken to slow down its
progression. Either dialysis or kidney transplant is needed for survival if the kidneys are
completely damaged. The two significant causes of CKD are diabetes and high blood
pressure. Diabetes occurs when the glucose content in the blood rises above the normal range.
High blood pressure is a long-term health problem that occurs when blood pressure is
elevated. High blood pressure can damage the brain, eyes, heart and kidneys. CKD develops
slowly over time, and the symptoms may not appear until the kidneys are severely affected.
Some of the symptoms of CKD can be caused due to some other health conditions.

Therefore, it is necessary to consult health professionals to get the proper diagnosis.

Literature review

By using Artificial Neural Network (ANN) and Support Vector Machine (SVM) approaches

to detect CKD at a preliminary phase, the researchers of [1] hoped to aid in the management
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of CKD. [2] To anticipate the existence of chronic kidney disease, they offered a deep-ANN
model. A robust and efficient Adaptive Hybridized Deep Convolutional Neural Network
(AHDCNN) was constructed in Study [3] for the early diagnosis of Kidney illness. A model
for predicting CKD disease among individuals was created in study [4]. Both the model's
performance with regard to all qualities and particular aspects was examined. The innovation
in [5] comes from creating a system for diagnosing CKDs. This study aids professionals in
investigating CKD prevention strategies through early identification utilising machine
learning methods. Deep Neural Network for the earlier diagnosis and forecasting of CKD was
revealed in research [6]. Eight distinct machine learning (ML) techniques are used in research
[7] effort to propose a method that can quickly identify the infection of CKD while taking
into account the patient's health status database details. The goal of the [8] was to determine
whether machine learning (ML) could accurately predict individuals suffering from CKD's
probability of developing end-stage kidney disease (ESKD). Utilizing K-nearest
neighbour(KNN) and convolutional neural network (CNN), study [9] aims to detect and
forecast individuals with more prevalent chronic illnesses. We established a productive
cloud-based health care framework in [10]. In order to identify chronic renal illness, study
[11] presented hybrid machine learning strategies that comprise feature selection approaches
and machine learning classifying techniques rely on big data platforms (Apache Spark). In
[12], an 10T multimedia data-based diagnostic framework for CKD and also its intensity is
presented. A unique Hybrid Filter Wrapper Embedded (HFWE) based Feature Selection (FS)
technique was presented in Study [113] for choosing the best subset of features from datasets
to predict CKD datasets. The purpose of [14] would be to examine the influence of social
factors on CKD in the body of available literature. To anticipate the different phases of CKD,
they created and contrasted two methods, comprising J48 and random forest, in [15]. A fuzzy
logic-based method for the identification of chronic renal disease was established in study
[16]. A dataset that is accessible in the UCI Repository was used in paper [17] to demonstrate
the forecast of renal illness in order to assist medical specialists. For the purpose of
diagnosing chronic kidney disease, study [18] built a DNN model with a metaheuristic
algorithm based on the best feature selection. A good feature-based framework for
identifying renal disease was developed by study [19]. The Density-based Feature Selection
(DFS) with Ant Colony based Optimization (D-ACO) strategy treating CKD was presented in
study [20] as an intelligent prediction and classification system for the healthcare industry.
Based on the symptoms or characteristics seen in a specific instance, if the state is either
acute or chronic, [21] aims to predict the classification of CKD. A new deep learning-based

sensing approach for the automated identification of renal illness was proposed in study [22].
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A novel deep learning framework for categorising chronic renal illness was presented in
study [23] employing a stacked auto encoder system with multimedia information and a
softmax classifier. CKD is diagnosed using decision tree, random forest, and support vector
machine, according to [24]. A fruit fly optimization algorithm (FFOA) and a multi-kernel
support vector machine (MKSVM) for disease classification were presented in study [25].
Study [26] improving the categorization of chronic renal illness using the information gain
ratio and adaboost. The use of machine learning approaches to aid in the early detection of
CKD in emerging regions is examined in study [27]. An artificial intelligence deep learning
algorithm (DLA) was created by study [28] to identify chronic kidney disease from retinal
scans. Three base learners and two ensemble strategies were reported in study [29] to
increase classification accuracy for effective detection of chronic renal disease. The
classification approaches, including as tree-based decision trees, random forests, and logistic
regression, were the main focus of [30].

Methodology
Stage-1: Ant Colony Stacked Multi-Task Adaptive Naive Bayes (ACS-MANB) method

Stage-2:Genetic Fine-Tuned Regressive Support Vector Machine (GFR-SVM) method

According to the current state of research, CKD is becoming more commonplace each year.
The forecasting of CKD is among the resources for subsequent treatment, and because
machine learning algorithms have a high degree of classification results, they are becoming
more significant in clinical diagnosis. So, this study proposes Ant Colony Stacked Multi-Task
Adaptive Naive Bayes (ACS-MANB) method to predict the CKDs. Initially, the CKD dataset
is collected for this study. To eliminate the unwanted/duplicated data from the raw data,
normalization approach is used. In feature extraction stage, kernel-based principal component
analysis is used to retrieve the significant features from the normalized data. Finally, by
employing the proposed method, we classify the CKDs into normal and abnormal kinds.
Analysis and contrast of the suggested technique's performance with standardapproaches
already in use. Our techniqueoutclasses the other existing methods in the prediction of CKDs
and also attain the greatest performance in terms of accuracy.Figure 2 depicts the flow of

proposed work.
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Figure 1: Flow of proposed work

Chronic Kidney Disease is primarily brought on by uncontrolled hypertension (CKD).
Researchers from different areas of the globe use the Glomerular Filtration Rate (GFR) and
kidney damage indicators to define CKD as a disorder that over time results in a decline in
renal function. A patient having CKD is more likely to pass away before their time. To
diagnose the various disorders that are connected to CKD during a preliminary phase and
treat the condition, doctors have a challenging challenge.In this work, we provideGenetic
Fine-Tuned Regressive Support Vector Machine (GFR-SVM) method for accurately
forecasting CKDs. For this investigation, the CKD dataset is first gathered. Using a min-max
normalization strategy, it is possible to pre-process the gathered data. Linear discriminant
analysis is used to identify the important features from the pre-processed data. Finally, we
categorise the CKDs into stage-wise by using the suggested methodology. Analyses and
comparisons with already-used methods are done to determine how well the suggested
method performs. As a result of the study's findings, we can say that the suggested method
may be an effective one for nephrologists to utilise in identifying CKD. Figure 2 shows the
proposed workflow.
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Figure 2: Proposed workflow

The performance of the suggested techniques is evaluated in terms of metrics like accuracy,

precision, recall, F1 score, RMSE, and MSE.The categorization models may provide four

possible outputs.

Table 1: Results of work-1

Methods Accuracy Precision Recall (%) | Fl-score (%) | RMSE (%) MSE (%)
(%) (%)
CNN 97.3 96.9 99.4 98.2 25 19
DT 95.8 98.2 94.3 92.1 22 23
Proposed 99.72 98.94 99.91 98.56 11 8
Table 2: Results of work-2
Methods Accuracy Precision Recall (%) | Fl-score (%) | RMSE (%) MSE (%)
(%) (%)
SVM 98.96 97.33 99.3 97.6 18 14
RF 97.45 96.8 96.8 96.4 23 18
Proposed 99.91 98.2 99.5 98.96 9.6 6.3
Summary

In this research, we developed two novel methods based on machine learning regarding the
prediction of CKDs. First stage of this work, Ant Colony Stacked Multi-Task Adaptive Naive
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Bayes (ACS-MANB)method was proposed while for second work, Genetic Fine-Tuned
Regressive Support Vector Machine (GFR-SVM) technique was suggested regarding
efficient prediction of CKDs. Our two methods attained the greatest performance than

existing methods in terms of RMSE, MSE, f1-score, recall, precision, and accuracy.
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