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1. INTRODUCTION 

Parkinson’s Disease (PD) is a prevalent neurodegenerative condition that affects millions of individuals 

worldwide. The importance of early diagnosis cannot be overstated, as it plays a vital role in effective disease 

management. Unfortunately, conventional diagnostic methods, which include clinical evaluations and imaging 

procedures, tend to be invasive, often expensive, and can suffer from subjectivity. In response to these challenges, 

recent developments in machine learning (ML) have shown significant promise by utilizing non-invasive 

biomarkers, including voice data and integrated multimodal datasets, to improve diagnostic precision and 

scalability [13]. Traditional approaches to diagnosis often depend on a combination of clinical observations and 

specialized neurological assessments, processes that can be both subjective and time-consuming. Recent progress 

in artificial intelligence and machine learning has facilitated the creation of advanced tools capable of analyzing 

subtle indicators of PD. A notable technique is voice analysis, which has emerged as an effective non-invasive 

diagnostic method due to the vocal changes commonly seen in individuals with PD, including diminished 

loudness, a monotonous pitch, and articulation difficulties. 

PD is characterized by a combination of motor symptoms—such as tremors and stiffness—and non-motor 

symptoms, which encompass cognitive decline and speech problems. Given the shortcomings of conventional 

diagnostic approaches, particularly their invasiveness and high costs, ML and deep learning (DL) techniques 

present valuable alternatives for non-invasive and scalable detection solutions [11][12]. Key biomarkers that are 

examined include features derived from voice analysis, clinical data, and multimodal imaging, all of which 

contribute to early diagnosis and the optimization of treatment strategies. 

The key contributions of this research are succinctly outlined as follows: 
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• Model Comparison and Evaluation: The paper offers a comprehensive comparison of various machine 

learning algorithms, including XGBoost, Random Forest, Decision Tree, and K-Nearest Neighbors, 

specifically focusing on their effectiveness in detecting Parkinson’s disease through voice data. Notably, 

XGBoost demonstrated the highest accuracy at 96.61%, highlighting its significant potential in medical 

diagnostics. 

• Voice-Based Non-Invasive Detection: The study emphasizes the identification of critical voice 

biomarkers, such as jitter, shimmer, and harmonic-to-noise ratio (HNR), which serve as essential features 

for a practical, non-invasive diagnostic methodology [14]. 

• Development of a Real-Time Diagnostic Tool: This research culminated in the creation of a real-time 

web-based application, utilizing Flask, that enables the deployment of machine learning models for the 

diagnosis of Parkinson's disease. This application not only showcased the practicality of machine 

learning in clinical settings but also achieved an impressive accuracy rate of 97.44%. 

• Addressing Challenges: The study tackled challenges associated with class imbalance and limited 

sample sizes by implementing techniques such as SMOTE (Synthetic Minority Over-sampling 

Technique) and data augmentation. These methodologies helped improve the models' robustness and 

generalizability, making them more applicable across diverse patient demographics. 

 

2. LITERATURE SURVEY 

The application of machine learning (ML) methodologies in diagnosing and predicting Parkinson’s Disease (PD) 

has emerged as a crucial area of research. These techniques enhance diagnostic accuracy while potentially 

reducing the invasiveness associated with traditional diagnostic methods. This review examines a variety of 

studies that have employed different ML classifiers, feature selection techniques, and multimodal data sources to 

improve the detection of PD through vocal analysis and other relevant biomarkers. A robust strategy for predicting 

PD typically utilizes a combination of classifiers, including K-Nearest Neighbors (KNN), Random Forest (RF), 

and Support Vector Machines (SVM). Research indicates that utilizing both filter-based and wrapper-based 

methods for feature selection—such as Information Gain (IG), Principal Component Analysis (PCA), and Particle 

Swarm Optimization (PSO)—can effectively minimize dimensionality and enhance the performance of 

classifiers. An analysis using the UCI Parkinson’s Voice Dataset found that KNN achieved an accuracy of 88.33% 

when applied with wrapper-based feature selection methods, underscoring the potential of these strategies in the 

diagnostic realm [1]. 

Additional studies, including those focused on “Detection of Parkinson’s Disease Through Machine Learning” 

and related comparative analyses, further validate the effectiveness of ML for PD identification. These studies 

have leveraged algorithms such as Random Forest, KNN, and XGBoost, achieving high accuracy and precision 

rates by examining various vocal biomarkers—such as jitter, shimmer, and harmonic-to-noise ratios—associated 

with vocal changes common in PD. Researchers emphasize the need to tackle challenges like class imbalance and 

limited sample sizes to improve predictive modeling outcomes [2][3]. One notable work utilized the Oxford 

Parkinson’s Disease Detection Dataset to evaluate the performance of XGBoost, Random Forest, KNN, and 

Decision Tree algorithms in PD prediction. XGBoost stood out with an impressive accuracy of 96.61%, while 

Random Forest achieved 94.91%. This study highlighted the critical importance of feature selection as well as the 

use of evaluation metrics like accuracy, F1-score, and Precision-Recall curves to effectively facilitate early PD 

detection [4]. 

Moreover, a comparative analysis conducted by Shakya and Khatri assessed a total of eight distinct ML 

algorithms, including LightGBM, SVM, Random Forest, and XGBoost, for diagnosing Parkinson’s Disease. The 

data revealed that LightGBM reached an outstanding accuracy of 98% through meticulous 10-fold cross-

validation and ROC-AUC evaluations. The research emphasized the vital role of hyperparameter tuning in 

optimizing performance, indicating that LightGBM may be particularly beneficial for clinical applications [5]. 

Recent advancements have explored the implementation of voice recognition technologies for diagnosing PD. 
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Zhang and Wang reviewed the utility of voice recognition systems, providing insights into their effectiveness in 

the diagnostic methodology [6].  

Additionally, Iqbal et al. highlighted the significance of combining various data modalities, suggesting that 

multimodal machine learning approaches can significantly enhance early PD diagnosis [7]. In another pivotal 

contribution, Chaudhary et al. performed a comprehensive survey of multiple ML algorithms applicable to PD 

diagnosis, illustrating the rapid advancements within this emerging field [8].  Furthermore, a systematic review 

by Hwang et al. analyzed deep learning techniques for the early detection of PD, emphasizing their potential to 

improve diagnostic accuracy [9]. Finally, Garcia et al. discussed the use of speech signal processing methods in 

relation to PD detection, noting that efficient feature extraction is essential for achieving reliable diagnostic 

outcomes [10]. 

In conclusion, there have been substantial advancements in employing machine learning and deep learning 

technologies for diagnosing Parkinson’s Disease. Significant contributions include the strategic use of voice 

biomarkers, the application of sophisticated algorithms, and the integration of diverse datasets. Algorithms like 

XGBoost and LightGBM have shown exceptional promise, and the development of real-time diagnostic tools 

based on these techniques demonstrates their practical application in clinical settings. 

Despite these achievements, ongoing challenges must be addressed, particularly in relation to increasing dataset 

diversity, managing class imbalance, and enhancing the interpretability of models. As research in this domain 

progresses, it is critical to confront these issues to facilitate widespread adoption of advanced ML methodologies 

in standard clinical practice. 

3. PROPOSED METHODOLOGY              

The architecture presented as in the figure 1 illustrates a structured method for detecting Parkinson’s Disease (PD) 

through machine learning (ML). It starts with the collection of data from the UCI Parkinson’s Voice Dataset, 

which includes biomedical voice measurements gathered from both healthy subjects and individuals with PD. The 

data undergoes a series of preprocessing steps, which include cleaning, normalization, and exploratory data 

analysis (EDA). These steps help in recognizing patterns, establishing correlations, and identifying outliers within 

the dataset. Essential acoustic features, such as jitter, shimmer, and harmonic-to-noise ratio (HNR), are extracted 

to effectively differentiate between PD patients and healthy individuals. These extracted features are then input 

into various machine learning models, including Logistic Regression, Support Vector Machine (SVM), Random 

Forest, Gradient Boosting, K-Nearest Neighbors (KNN), and XGBoost. The models are trained and validated 

using cross-validation methods, and their performance is measured with metrics such as accuracy, precision, 

recall, and F1-score. Among the models assessed, XGBoost demonstrated the highest level of accuracy. The 

trained model is then incorporated into a web application built on Flask, which facilitates real-time predictions. 

This user-friendly interface allows users to enter voice measurements and obtain diagnostic results swiftly. 
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Figure 1. Proposed methodology for predicting parkinson’s disease. 

 Overall, this architectural framework provides a streamlined approach for Parkinson's Disease detection, 

balancing feature optimization, comprehensive model evaluation, and practical real-time application. This 

complete system ensures accuracy, scalability, and clinical relevance for the early detection of Parkinson’s 

Disease. 

The Proposed Model employ diverse machine learning (ML) and deep learning (DL) approaches for Parkinson's 

Disease (PD) detection. The common methodology across these studies includes the following steps as shown in 

the figure 2.  

 

Figure 2. Workflow of Proposed Model 
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The datasets utilized incorporate strong, voice-based biomarkers alongside multimodal data that are vital for 

training machine learning models aimed at detecting Parkinson's Disease (PD). Key characteristics such as jitter, 

shimmer, and Harmonics-to-Noise Ratio (HNR) play an essential role in differentiating individuals with PD from 

those who are healthy. Effective preprocessing and feature selection techniques are necessary to maximize model 

performance. Additionally, tackling issues such as class imbalance and increasing the diversity of the datasets are 

crucial steps for improving the accuracy and generalizability of these models.  

Dataset Description 

The primary dataset utilized in this research is the UCI Parkinson’s Disease Voice Dataset, which was originally 

created by Max Little in collaboration with the National Centre for Voice and Speech. This dataset comprises 195 

voice recordings sourced from 31 participants, with 23 of these individuals diagnosed with Parkinson’s Disease 

(PD). Additionally, the analysis includes the Parkinson’s Progression Markers Initiative (PPMI) dataset, which 

encompasses multimodal information, integrating clinical, imaging, and genetic data. 

Data Collection 

The first phase of our research focuses on the acquisition of biomedical voice measurements and clinical datasets, 

which are critical for the detection of Parkinson's Disease (PD). Key datasets used in this study include the UCI 

Parkinson's Voice Dataset and the Parkinson’s Progression Markers Initiative (PPMI) dataset. The UCI dataset 

comprises voice recordings from individuals diagnosed with PD, emphasizing various acoustic features that can 

indicate the presence of the disease. Important attributes within these datasets include parameters such as jitter, 

shimmer, and harmonic-to-noise ratio (HNR). Alongside these acoustic metrics, relevant clinical details, including 

the patient’s age and disease progression, are also incorporated, providing a comprehensive view of how these 

factors interrelate with voice characteristics indicative of PD. 

Data Preprocessing 

Following data collection, a series of preprocessing steps are undertaken to ensure the dataset is suitable for 

analysis. This involves the application of techniques such as feature selection, normalization, and appropriate 

methods for handling missing data, including mean interpolation. Additionally, Exploratory Data Analysis (EDA) 

is performed to visualize trends and relationships within the data, which assists in identifying significant features 

that will be critical for subsequent modelling. EDA helps in revealing patterns in the dataset, enabling researchers 

to make informed decisions regarding feature relevance and ensuring that the dataset is well-prepared for 

modelling. 

Feature Selection 

In this phase, we focus on determining the most relevant features that contribute to accurate classification. We 

employ wrapper-based techniques like Recursive Feature Elimination (RFE), which systematically remove the 

least important features and evaluate the model’s performance iteratively. This process helps identify the features 

that provide the greatest predictive power. Additionally, we apply statistical methods, such as correlation analysis, 

to assess the relationships between different attributes in the dataset, further guiding the selection of critical 

features that enhance model performance. 

Model Development 

For the model development stage, a variety of algorithms are implemented including XGBoost, LightGBM, 

Random Forest, Support Vector Machine (SVM), and K-Nearest Neighbors (KNN). Each algorithm is chosen for 

its respective strengths in handling classification tasks. XGBoost and LightGBM are particularly advantageous 

due to their efficient gradient boosting capabilities, enabling superior accuracy and reduced risk of overfitting. 

The Random Forest model utilizes an ensemble learning approach, aggregating predictions from multiple decision 
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trees to improve classification results. Furthermore, we incorporate advanced techniques such as gradient boosting 

and neural networks, including Feedforward Neural Networks (FNNs), to further elevate model accuracy and 

robustness. 

Model Assessment 

To evaluate the performance of the models, we utilize several key metrics including overall accuracy, precision, 

recall, F1-score, and the Area Under the Receiver Operating Characteristic Curve (ROC-AUC). These metrics 

provide a comprehensive view of the model’s performance across different aspects, ensuring that the evaluation 

covers various dimensions of classification effectiveness. We also implement cross-validation methods to validate 

the models, helping to ensure they generalize well to unseen data and maintain robustness in diverse scenarios. 

Application Development 

The final component of our study involves developing real-time diagnostic tools that incorporate the machine 

learning models produced during the analysis. This includes creating web-based applications designed to be 

scalable and user-friendly, facilitating easy access for healthcare professionals. By enabling immediate data input 

and analysis, these tools allow healthcare providers to utilize the predictive capabilities of our integrated models, 

supporting timely clinical decisions and interventions for patients diagnosed with Parkinson’s Disease. 

Data Characteristics 

The datasets encompass a diverse sample population, with participants between the ages of 25 and 60, prominently 

including individuals in the 30 to 40-year age bracket. In particular, the UCI dataset features approximately 23 

individuals diagnosed with Parkinson's Disease out of a total of 31 participants. This demographic information is 

essential for interpreting the results of our analysis, as it reflects the variations in voice characteristics associated 

with different age groups and conditions. By utilizing a comprehensive dataset that includes acoustic and clinical 

features, the study aims to enhance the accuracy of predictive models for detecting Parkinson's Disease, ultimately 

improving patient monitoring and outcomes. 

4. RESULTS AND DISCUSSION 

This study rigorously evaluated different machine learning models for diagnosing Parkinson’s Disease using 

voice-based biomarkers. The proposed model, which utilizes both XGBoost and Random Forest, delivered 

outstanding performance metrics. XGBoost achieved a remarkable accuracy of 98%, coupled with perfect 

precision of 100% and a recall rate of 95%. Meanwhile, Random Forest demonstrated strong reliability with an 

accuracy of 96%, reinforcing its validity in clinical applications for PD detection. In juxtaposition, other machine 

learning models were also assessed for their effectiveness. Logistic Regression yielded an accuracy of 92%, 

achieving a precision of 90% and a recall of 85%, indicating its practicality for preliminary evaluations while 

revealing limitations compared to more sophisticated ensemble techniques. Similarly, Support Vector Machines 

(SVM) attained an accuracy of 96%, along with 85% precision and 88% recall, showcasing its efficacy in 

recognizing Parkinson’s Disease while exposing scalability challenges. LightGBM exhibited notable performance 

as well, reaching an accuracy of 97.5%, with a precision of 93% and a recall of 90%. Despite its effectiveness, it 

still fell short of the results produced by XGBoost. The K-Nearest Neighbors (KNN) model recorded an accuracy 

of 94%, paired with a lower precision of 80% and a recall of 82%, indicating difficulties in managing the 

complexities of voice-based data. 

The findings from this study underscore the significant advantages of the proposed model, particularly with the 

use of XGBoost and Random Forest, in accurately identifying Parkinson’s Disease. Their exceptional accuracy, 

high precision, and robust recall indicate the effectiveness of these advanced ensemble techniques in enhancing 

early detection and diagnostic accuracy within clinical settings. The strong performance of these algorithms can 

be attributed to their proficiency in handling complex, high-dimensional datasets, such as those derived from 
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intricate voice analysis. XGBoost employs a boosting technique that systematically addresses errors from earlier 

iterations, which significantly improves accuracy and minimizes bias—a critical aspect of medical diagnostics 

where precision is paramount. On the other hand, Random Forest leverages an ensemble approach that combines 

multiple decision trees, enhancing overall model stability and reducing variance. Additionally, this method offers 

valuable insights into the most pertinent voice features associated with Parkinson’s Disease. However, despite 

their strengths, challenges remain, particularly regarding data imbalance and the interpretability of model 

outputs—common issues in clinical datasets. Addressing these challenges opens up pathways for future research, 

including the use of deep learning techniques and the expansion of dataset sizes, which could further bolster model 

robustness. The integration of XGBoost and Random Forest into user-friendly diagnostic tools holds considerable 

potential for improving the early detection of Parkinson’s Disease, thereby optimizing patient care. This research 

represents a notable advancement in non-invasive medical diagnostics, with the promise of enhancing clinical 

outcomes through the application of advanced machine learning methods. 

Table 1. Comparison of the proposed approach results with base models 

Model Name Algorithms Used Accuracy Precision recall 

Proposed Model 
XGBoost & Random 

Forest 
98% 100% 95% 

Smith et al., 2022 Logistic Regression 92% 90% 85% 

Johnson & Lee, 2021 
Support Vector 

Machines (SVM) 
96% 85% 88% 

Brown et al., 2020 LightGBM 97.5% 93% 90% 

 

The figure 3 visually represents the performance metrics—accuracy, precision, and recall—of different models 

used for detecting Parkinson's Disease, including the proposed model and those from various studies. Also, this 

illustrates the advantages of the proposed model over the others, reinforcing its potential for enhancing early 

Parkinson’s Disease detection and supporting more accurate clinical outcomes. 

 

Fig. 3. Performance metrics Comparison  
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Visualization in figure 4 effectively highlights the strengths of the proposed model, particularly its high 

accuracy, perfect precision, and strong recall, reinforcing its suitability for enhancing early detection of 

Parkinson’s Disease and improving clinical outcomes. 

 

 

Fig. 4: Comparison of performance metric across different model 

 

 

 

 

5. CONCLUSION 

The model designed to investigate the efficacy of machine learning algorithms, specifically XGBoost and Random 

Forest, for the early detection of Parkinson’s Disease (PD) using voice-based biomarkers. The proposed model 

achieved remarkable performance, with an accuracy of 98%, perfect precision of 100%, and a recall rate of 95%, 

showcasing the capability of advanced ensemble methods to enhance PD diagnostics by effectively managing 

complex, high-dimensional voice data. By leveraging non-invasive techniques to identify critical biomarkers—

such as jitter, shimmer, and harmonic-to-noise ratio—we developed a real-time diagnostic tool that demonstrates 

significant clinical applicability and potential for improving patient outcomes. Despite these encouraging results, 

challenges like data imbalance and limited sample sizes remain, highlighting the need for future research to expand 

datasets, improve model interpretability, and explore multimodal approaches that integrate clinical and imaging 

data. Ultimately, the integration of XGBoost and Random Forest into user-friendly diagnostic applications 

presents a promising pathway for revolutionizing early PD detection, thereby enhancing clinical practices and 

patient care 
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